lllllllll

—
PALA
. '
..... -
.m,\,— . -
N R B o SRR prma P o -+ DESTTCeom e, oy S e
k '&'2‘ '.,_ - 2 f T2 reTeTe"
ﬁ“l-ﬁﬁ L SRS T sse:

HPC, Big Data, and

Machine Learning Convergence
Washington DC

Geoffrey Fox | July 16, 2019

gcf@indiana.edu, http://www.dsc.soic.indiana.edu/, http://spidal.org/

Y . i, g
IR



®* Primary questions:

* What are the challenges and opportunities presented by the
convergence of HPC, big data, and machine learning?

c h a rge * What is driving this convergence and what capabilities might it
provide over the current scope/timescale of traditional HPC?
Supported by National ® Secondary questions:
ic'e”;e Foundation through * What are the main drivers or killer apps for convergence? Does
wards - ?

. 1443054 CIF21 DIBBS: that differ between the US and abroad-

Middleware and High * How will the integration of machine learning in to modeling and

Performance Analytics simulation workflows change or improve simulation

Libraries for Scalable

H S ope ?
Data Science performance/fidelity/speed capability-

« 1720625 Network for * How is convergence impacting the development and acquisition
Computational process for leadership HPCs?
Nanotechnology - _ _ _ o
Engineered nanoBIO * Are there separate technical paths/discussions happening in the
Node cloud/grid computing space vs. the stand-alone supercomputer
space?
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Evolution of
Interests,
Technologies and
Communities

Al/ML
Systems
HPC
Cloud
Big Data
Edge

Data Science v. Al First




Papers Submitted: Comparing 4 Conference Types
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Trends in Al, Big Data, Clouds, Edge, HPC over last 5 years
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Artificial Intelligence

Amazon Web Services
(Proxy for cloud
computing)

Internet of Things

Big Data

High Performance
Computing (1%)



Importance of HPC, Cloud, Edge and Big Data Community

* HPC Community not growing in terms of obvious metrics such as new faculty
advertisements, student interest, papers published

* Cloud Community quite strong in Industry; relatively small academically as Industry
has some advantages (infrastructure and data)

* Big data and Edge communities strong in Academia and Industry

* Big Data definition unclear but it is growing although still quite small in terms of
dedicated activities

* At |EEE services federation in Milan just completed; Cloud Edge 10T and Big Data
conferences had significant overlap — not surprising as most loT/Edge systems
connect to Cloud and essentially all Big Data computing uses cloud.

* All these academic fields need to align with mainstream (Industry) systems

* Microsoft described the Al Supercomputer linking Intelligent Cloud to Intelligent
Edge
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Importance of Al and Data Science

- Al (and several forms of ML) will dominate the next 10 years and it has
distinctive impact on applications whereas HPC, Clouds and Big Data are important
and essential enablers

« Al First popular with Industry with 2017 Headlines

The Race For Al: Google, Twitter, Intel, Apple In A Rush To Grab Artificial Intelligence Startups
Google, Facebook, And Microsoft Are Remaking Themselves Around Al

Google: The Full Stack Al Company

Bezos Says Artificial Intelligence to Fuel Amazon's Success

Microsoft CEO says artificial intelligence is the 'ultimate breakthrough'

Tesla’s New Al Guru Could Help Its Cars Teach Themselves

Netflix Is Using Al to Conquer the World... and Bandwidth Issues

How Google Is Remaking lItself As A “Machine Learning First” Company

If You Love Machine Learning, You Should Check Out General Electric

« Could refine emphasis on data science as Al First X
« where X runs over areas where Al can help
- e.g. Al First Engineering; Al First Cyberinfrastructure; Al First Social Science etc.
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ML/AI needs Systems and HPC

HPC is part of Systems Community and includes parallel computing

Recently most technical progress from ML/AI and Big Data
Systems

At |U, Data Science students emphasize ML over systems
Applications are Cloud, Fog, Edge systems

Any real Big Data or Edge application needs High Performance Big
Data computing with systems and ML/AI expertise
Distributed big data management (not Al) maybe doesn’t need HPC

HPC and Cyberinfrastructure are critical technologies for analytics/Al but
mature so innovation and h-index not so high
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Aligning with
Industry

Clouds dominate

HPC offered by Public
Clouds

MLPerf
Global Al Supercomputer

Intelligent Cloud and
Intelligent edge
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Dominance of Cloud Computing 14 T st Cor

Number of 12 '™ Cloud Data Center
. 132 workioads
iInstances 10 == and Compute
. : per server Hpoces
. 94 percent of workloads and compute instances will be A per Server
i 3.5X
processed by cloud data centers (22% CAGR) by 2021-- only Workioad g
. . e and Compute
six percent will be processed by traditional data centers (-5% Instance 4
CAG R) Density y Workloads
. 2 A 3.8 and Compute
0 24 Instances
. Hyperscale data centers will grow from 338 in number at the 2016 2017 2018 2019 2020 2021 o oo
end of 2016 to 628 by 2021. They will represent 53 percent of Source: Cisco Global Cloud Index, 2016-2021.
all installed data center servers by 2021. They form a
istri id wi illi 13% CAGR
distributed Compute (on data) grid with some 50 million Number of
Servers Cloud Data 700 53% . 60%
. Centers
. Analysis from CISCO 600 - . 50%
https://www.cisco.com/c/en/us/solutions/collateral/service- 500 |
provider/global-cloud-index-gci/white-paper-c11-738085.html ~ 40% % Share
’ T 400 - of Data
updated November 2018 Hyperscale - 30% Center
600 @ Public Cloud Data Center (28% CAGR) 22% CAGR Data Centers 300 - Servers
Number of m Private Cloud Data Center (11% CAGR) 2016-2021 (Installed
: 500 20%
i 400
Private Installed 10%
Cloud DataWerkioads 300 100 -
C ut
Center . 0 - - 0%
Instances inMilions 454 2016 2017 2018 2019 2020 2021
EUED 7 URR U S Source: Cisco Global Cloud Index, 2016-2021.

Source: Cisco Global Cloud Index, 2016-2021.
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HPC is available on Public Clouds

AWS runs everyday HPC for logistics, ML, Data Center, Consumer Product |
design, Robotics, Semiconductor design, Retail and Financial analytics

Lo g

On AWS, secure and
well-optimized HPC
clusters can be
automatically created,
operated, and torn down
in just minutes

Amazon S3
and Amazon Glacier

3D GRAPHICS VIRTUAL WORKSTATION

s lon Lo Akt

HEAD NODES WITH JOB SCHEDULERS

LICENSE MANAGERS AND CLUSTER . .

CLOUD-BASED, AUTO-SCALING HPC CLUSTERS

L

o &

| 4 4 4

SHARED FILE
STORAGE

STORAGE CACHE

B yg|E Ty

AWS SNOWBALL

<+

-

AWS DIRECT
CONNECT

THIN - NO LOCAL DATA

ORZERO CLIENT

Corporate Datacenter

ON-PREMISES
HPC RESOURCES

EH

G
08

dWs

\/7



' 4
MLPerf

A broad ML benchmark suite for measuring performance of ML software
frameworks, ML hardware accelerators, and ML cloud platforms.

MLPerf's mission is to build fair and useful benchmarks for
measuring training and inference performance of ML hardware,
software, and services. MLPerf was founded in February, 2018 as
a collaboration of companies and researchers from educational
institutions. MLPerf is presently led by volunteer working group
chairs. MLPerf could not exist without open source code and
publically available datasets others have generously contributed to

the community.
What’s New

6/24/19: MLPerf Inference v0.5 launched. Results due 9/6.
2/14/19: MLPerf Training v0.6 launched. Results due 5/24.
12/12/18: MLPerf Training v0.5 results are available.

5/2/18: MLPerf Training v0.5 launched. Results due 11/9,

Get Involved

Join the forum

Join working groups
Attend community meetings

Make your organization an official supporter of MLPerf
Ask questions, or raise issues

Supporting companies
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Note Industry Dominance

Contributions by researchers from
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https://mlperf.org/about#philosophy
https://mlperf.org/about#history
https://mlperf.org/index.html#companies
https://mlperf.org/index.html#researchers-from
https://mlperf.org/about#contributors
https://mlperf.org/dataset-and-model-credits
https://mlperf.org/get-involved#join-the-forum
https://mlperf.org/get-involved#join-working-groups
https://mlperf.org/get-involved#attend-community-meetings
https://mlperf.org/get-involved#become-a-supporting-org
https://mlperf.org/get-involved#questions-or-issues






































































