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1.      Introduction: Big Data (Batch and Streaming), interdisciplinary, HPC and Clouds

2. Clouds are important for Big Data Analysis

3. Clouds are important for Education and Training 

4. Interdisciplinary Applicationsand Technologies

5. Enhancing Commodity systems (Apache Big Data Stack) to HPC-ABDS

6. Summary and Future
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Big Data Inter-
disciplinary

HPC Cloud

ωImpacts preservation, access/use, 
programming model

ωData Analysis/Machine Learning 

ωBatch and Stream Processing

ωIn all fields of science and daily life

ωHealth, social, financial, policy, 
national security, environment

ωBetter understanding the world 
surrounding us

ωParallel computing is important

ωPerformance from Multicore 
(Manycoreor GPU)

ωCommercially supported data center 
model

ωIaaS, PaaS, SaaS
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What is Big Data ?

Volume Velocity  Variety  Veracity  

Data at Scale
Terabytes to 

Petabytes of Data

Data in Motion
ÅStreaming data
ÅReal-time or near 

real-time to respond

Data in Many 
Forms

ÅStructured and 
unstructured data
ÅText, numbers, and 

pixels

Data Uncertainty
Inconsistent,  
incomplete, 

ambiguous, and 
approximated data

.ƛƎ 5ŀǘŀ ƛǎ ŘŜŦƛƴŜŘ ōȅ L.a ŀǎ άŀƴȅ Řŀǘŀ ǘƘŀǘ Ŏŀƴƴƻǘ ōŜ ŎŀǇǘǳǊŜŘΣ ƳŀƴŀƎŜŘ ŀƴŘκƻǊ ǇǊƻŎŜǎǎŜŘ 
ǳǎƛƴƎ ǘǊŀŘƛǘƛƻƴŀƭ Řŀǘŀ ƳŀƴŀƎŜƳŜƴǘ ŎƻƳǇƻƴŜƴǘǎ ŀƴŘ ǘŜŎƘƴƛǉǳŜǎΦέ
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Challenges and Opportunities

ÅLarge-scale parallel simulations and data analysis drive scientific 
discovery across many disciplines

ÅResearch a holistic approach that will enable performance portability 
to anymachine, while increasing developer productivity and 
accelerating the advance of science  

ÅOrganize my research as Data-Enabled Discovery Environments for 
Science and Engineering (DEDESE) 

φ 5h9 ²ƻǊƪǎƘƻǇ wŜǇƻǊǘΥ aŀŎƘƛƴŜ [ŜŀǊƴƛƴƎ ŀƴŘ ¦ƴŘŜǊǎǘŀƴŘƛƴƎ ŦƻǊ LƴǘŜƭƭƛƎŜƴǘ 9ȄǘǊŜƳŜ 
Scale Scientific Computing and Discovery, January 7-9, 2015

φ b{C /ŀǊŜŜǊΥ aŀǇ-Collective model for DEDESE and HPC-Cloud 
Integration
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Application
Å Analytics

Algorithm

Å Machine Learning

Data
Å Big Data

System
Å Hadoop with Harp

Computation Model

Å Synchronization & 
Consistency

The System Solution to Big Data Problems
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http://salsahpc.indiana.edu/twister4azure/
http://salsahpc.indiana.edu/twister4azure/
http://www.iterativemapreduce.org/
http://www.iterativemapreduce.org/
http://salsahpc.indiana.edu/plotviz/index.html
http://salsahpc.indiana.edu/plotviz/index.html


SALSA

Motivation of Iterative MapReduce

Input

Output

map

Map-Only

Input

map

reduce

MapReduce

Input

map

reduce

iterations

Iterative 
MapReduce

Pij

MPI and Point-to-
Point

Sequential

Input

Output

map

MapReduce
Classic Parallel Runtimes 

(MPI)

Data Centered, QoS Efficient and 
Proven techniques

Expand the Applicability of MapReduce to more classesof Applications
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MapReduce Programming Model & Architecture

Å Map(), Reduce(), and the intermediate key partitioning strategy determine the algorithm

Å Input and Output => Distributed file system

Å Intermediate data => Disk -> Network -> Disk

Å Scheduling =>Dynamic

Å Fault tolerance (Assumption: Master failures are rare)

Input Data (Partitions)

Intermediate <Key, Value> space 
partitioned using a key partition 
function

Map (Key, Value)

reduce(Key, List<Value>)

Sort

Output

Worker NodesMaster Node

Distributed
File System

Local disks

Inform 
Master

Schedule 
Reducers

Distributed
File System

Download data

Record readers
Read records from 
data partitions

Sort input <key,value> 
pairs to groups

Google MapReduce, Apache 
Hadoop
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Reduce (Key, List<Value>) 

Map(Key, Value)  

Loop Invariant Data
Loaded only once

Faster intermediate data 
transfer mechanism

Combiner operation to 
collect all reduce outputs

Cacheable map/reduce 
tasks 

(in memory)

Configure()

Combine(Map<Key,Value>)

Programming Model for Iterative MapReduce

Å Distinction on loop invariant (e.g. input) data and variable (e.g. intermediate) data
Å Cacheable map/reduce tasks (in-memory)
Å Combine operation

Main Program

while(..)

{

runMapReduce (..)

}

Intermediate  data

Iterative MapReduceis a programming model that applies a computation (e.g. 
Map task) or function repeatedly, using output from one iteration as the input 
of the next iteration. By using this pattern, it can solve complex computation 
problems by using apparently simple (user defined) functions. 

Twister was our 
initial 
implementation 
with first paper 
having 585 Google 
Scholar citations
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MapReduceOptimized for Iterative Computations

Twister: the speedy elephant

In-Memory

ÅCacheable 

map/reduce tasks

Data Flow 

ÅIterative

ÅLoop Invariant 

ÅVariable data

Thread

ÅLightweight

ÅLocal aggregation

Map-Collective

ÅCommunication 

patterns optimized for 

large intermediate data 

transfer

Portability

ÅHPC (Java)

ÅAzure Cloud (C#)

ÅSupercomputer 

(C++, Java)

Abstractions

Å Microsoft has developed Daytona, an Iterative MapReduceruntime, which is based on Twister

Å Twister4Azure is our prototype that demonstrates portability of Iterative MapReducefrom HPC to PaaS/Azure Cloud AzureQueues 
for scheduling, Tables to store metadata and monitoring data, Blobs for input/output/intermediate data storage. 
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Iterative Computations

K-means
Matrix 

Multiplication

Performance of K-Means Parallel Overhead  Matrix Multiplication


