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Abstract

Recently, recommender systems have attracted increased atien because
of their ability to suggest appropriate choices to users based on afiigent
prediction. As one of the most popular recommender system teshues, Col-
laborative Filtering (CF) achieves e ciency from the similarity measuement
of users and items. However, existing similarity measurement met® have
reduced accuracy due to problems such as data correlation andtalapar-
sity. To overcome these problems, this paper introduces the Gré&precast
(GF) model for recommender systems. First, the Cosine Distanceethod is
used to compute the similarities between items. Then, we rank the rtes,
which have been rated by an active user, according to their similarigeto
the target item, which has not yet been rated by the active user;awse the
ratings of the rst k items to construct a GF model and obtain the required
prediction. The advantages of the paper are three-fold: rst,ie proposed
method introduces a new prediction model for CF, which, in turn, yids bet-
ter performance of the model; second, it is able to alleviate the weihdéwn
sparsity problem as it requires less data in constructing the modelhitd,
the model will become more e ective when strong correlations exiaimong
the data. Extensive experiments are conducted and the resultsescompared
with several CF methods including item based, slope one, and matriac
torization by using two public data sets, namely, MovieLens and Eablovie.
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The experimental results demonstrate that the proposed algohim exhibits
improvements of over 20% in terms of the mean absolute error (MAENd
root mean square error (RMSE) when compared with the item baseaethod.
Moreover, it achieves comparative, or sometimes even better, rfsgmance
when compared to the matrix factorization methods in terms of accacy
and F-measure metrics, even with smak.
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1. Introduction

Recommender systems help users cope with the information ovedoax-
perienced in a wide range of Web services and have been widely addpte
in various applications, such as e-commerce (e.g., Amazphnonline video
sharing (e.g., YouTubé), and online news aggregators (e.g., Di§ly Recom-
mender systems have also been successfully developed for e-bssirand
e-government applications [1], [2] and [3]. They can be used to prdsen
the most attractive and relevant items to the user based on the imddual
user's characteristics. As one of the most promising recommendechniques
[4], collaborative Itering (CF) predicts the potential interests of an active
user by considering the opinions of users with similar preferencess gom-
pared to other recommender techniques (e.g., content based hmds [5]),
CF technologies have the capability to recommend unanticipated itesnto
users, which are not similar to those they have seen before; thisulbwork
well in domains where the attribute content of items is di cult to parse.
Generally, the representative CF technique, namely, the memoryabed CF
technique [6], has been widely used in many commercial systems duet$o
simplistic algorithm and reasonably accurate recommendations. Ibtains
the user's ratings on di erent items by explicitly asking the user or byim-
plicitly observing the user's interactions with the systems; these tiags are
stored into a table known as the user-item rating matrix. Then, thenem-
ory based CF methods use similarity measurement methods to lterubthe

lwww.amazon.com
2www.youtube.com
Swww.digg.com



users (or items) that are similar to the active user (or the target #m) and
calculate the prediction from the ratings of these neighbors. Mempobased
methods can be further classi ed into user based methods [7] orntebased
methods [8] depending on whether the process of de ning neighbdollows
the process of nding similar users or similar items.

Despite its widespread use, memory based CF techniques still sufeom
several major problems, including the data sparsity problem [4] arjél], data
correlation problem [10], and cold start problem [11] and [12]. The colthst
problem can be regarded as a data sparsity problem. Hence, in thigper,
we focus on the rst two issues. In most recommender systemsch user
rates only a small subset of the available items, and therefore, mad the
entries in the rating matrix are empty. In such cases, determiningrsilar
users or items becomes a considerable challenge. Consequently, gimi-
larity between two users or items cannot be calculated and the prietion
accuracy becomes very low. Furthermore, the active users alwaiend to
consume similar commodities, and the ratings for these items will be st
which indicates that there are strong correlations among the ratgs. How-
ever, the existing similarity measurement methods, such as Cosinéfance
and Pearson Correlation, su er from such issues. Therefore, wannot di-
rectly use similarities for rating prediction. To overcome these shtmomings,
some researchers have developed algorithms that use models eympippure
rating data to make predictions, such as clustering CF models [13]cifil4],
Bayesian belief nets (BNs) CF models [15] and [16], Markov decision pess
based (MDP-based) CF models [17], and latent semantic CF models [18].
However, some of these models are extremely complicated, requstima-
tion of multiple parameters, and are sensitive to the statistical pyoerties of
data sets. In practice, many of these theoretical models havetrizeen used
in recommender systems due to the high costs involved.

In addition, dimensionality reduction technigues, such as singular ke
decomposition (SVD) [19], have been investigated to alleviate the daspar-
sity problem, where the unrepresentative users or items in the uséeem
rating matrix are removed to reduce the dimensionalities. Howeveuseful
information may be lost when certain users or items are discardedidiit is
di cult to factor the matrix due to the high portion of missing values caused
by its sparseness. Koren et al. [20] proposed a matrix factorizationodel,
which is closely related to SVD. The model learns by only tting the prei-
ously observed ratings. Its excellent performance enables it to bensidered
a state-of-the-art approach in rating prediction, but it also face parameter
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estimation problems and high time complexities. Luo et al. [21] and [22]
improved the matrix factorization based method by including increm#al
computations and applying an adaptive learning rate.

In this paper, we present novel approaches that aim at overcongirdata
sparsity limitations and bene ting from the data correlations existirg among
the ratings rather than eliminating them altogether. In particular, the pro-
posed algorithm calculates the similarities between the items using tisen-
plest method, namely, the Cosine Distance measurement methodlisl worth
noting that we do not directly use the exact value of the similarities, it
rather rank the items according to their similarities. Then, a grey feecast
(GF) model is constructed for rating prediction. This model has ben success-
fully adopted for forecasting in several elds, such as nance [23htegrated
circuit industry [24], the market for air travel [25], and undergroud pressure
for working surface [26]. We compare the performances of the posed algo-
rithm with several other CF methods, including item based methodslope
one, and the state-of-the-art matrix factorization based methd. Extensive
experiments were conducted on two public data sets, namely, Moens and
EachMovie. The results provide empirical evidence that the GF motean
indeed cope e ectively with data sparsity and correlation problems.

The remainder of this paper is organized as follows. Section 2 prosde
a detailed description of conventional user based CF (UCF) metheditem
based CF (ICF) methods, the de nition of existing problems, and aucon-
tributions. Section 3 presents the proposed GF model based alglom in
detail. Section 4 describes the experimental study, including expmental
data sets, evaluation metrics, methodology, analysis of results|lbwed by a
nal section on conclusions and future work.

2. Related Work

The CF technique is one of the most successful recommender tegaes
[27]: it can be classi ed into memory based CF techniques [7] and [8] Buas
similarity or neighborhood based CF algorithms, model based CF tetlgues
such as clustering CF algorithms [13] and [14], and hybrid CF technigsie
such as personality diagnosis [28], hybrid fuzzy-based personalizedom-
mender system [1], and hybrid semantic recommendation system [2%s
a representative memory based CF technique, the similarity basedethod
represents one of the most successful approaches for recemtation. They
have been extensively deployed into commercial systems and beempre-
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hensively studied [4] and [30]. This class of algorithms can be furthevided
into user and item based methods. The former is based on the basssamp-
tion that people who share similar past preferences tend to agree timeir
future preferences. Hence, for the target user, the potentimterest for an
object is predicted according to the ratings from the users who esimilar
to the target user. As opposed to the user based method, an itebased
method recommends the items that are similar to what the active uséas
consumed before. In a typical memory based CF scenario, thereaiset of
n usersU = fuy, U,,..., uUyg,a set ofm items| = fiy, ip,..., ing,and the
n m user-item rating matrix. The ratings can either be explicit indica-
tions, such as an integer number from 1 to 5 (The integer numberpesents
the rating a user gives to the item. Usually, number 1 means that theser
does not like the item, while number 5 indicates the user is very satigle
with the item.), or implicit indications, such as purchases or click-throghs
[31]. For example, implicit user behaviors (Table 1a) can be convertéuto
a user-item rating matrix R (Table 1b). When the k-th user has purchased
the I-th item, R(k,) for the k-th row and the |-th column of the matrix is
assigned to rating 1. If thek-th user has not purchased thé-th item yet, a
null value is assigned tR(k,I). Therefore, the recommendation problem is
reduced to predicting thenull entries (Lily is the active user for whom we
want to make recommendations for in Table 1b). Generally, the predure
for this type of CF method consists of two steps: similarity measungent
and rating prediction.

2.1. Similarity measurement

The critical step in memory based CF algorithms is the similarity compu-
tation between users or items [32], [33], [34] and [35]. In UCF methodise
similarity s(uy; uy), between the usersi,, and uy is determined by compar-
ing the items that both of them have rated. In ICF methods, the sintarity
S(ix; iy) between the itemsi,, and iy is determined by the users who have
rated both the items. There are various methods to compute thensilarity
between two users or items. The two most popular methods are @ues Dis-
tance [5] and [36] and Pearson Correlation [5] and [36]. To de ne thetet |
be the set of all items rated by both the usersiy, and uy, and let U be the
set of all users who have rated the itemk, and i,. For example, in Table
1b, the co-rated items ofAlice (uy) and Lily (uy) are Bread and Milk (item
set |); therefore, these two items' ratings given by individual user fon a
d-dimensional vector, wheread is equal to the size of set I. In this case] is
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Table 1: An example of a user-item rating matrix

(@)

User | Purchase Not Purchase
Alice | Milk, Bread, Cake | Beer
Lily | Milk, Bread Cake, Beer
Lucy | Milk, Cake Bread, Beer
Bob | Bread, Beer Milk, Cake
(b)

Bread | Beer | Cake | Milk
Alice | 1 1 1
Lily |1 ? 1
Lucy 1 1
Bob |1 1

equal to two. Analogously, items Cakei() and Milk (iy) are rated by both
Alice and Lucy (user setU) whose ratings on each item form d-dimensional
vector, whered is equal to the size of seU. d is equal to two in this case.

2.1.1. Cosine distance

For the Cosine Distance approach, the cosine of the angle betwebe
two vectors represents the similarity between them. For UCF, theimilarity
between two users with Cosine Distance method can be calculated@lfows:

P
. — i21 Fugi Tuyii
S(ux; Uy) = &p S = (1)
or? . T2 .
i21 " ux;i i21 "uyi
wherer,; andr,,; are the ratings of the usersi, and u, on itemi. | has

the same de nition in Section 2.1. Analogously, for ICF, the Cosine Dtisnce
between two items can be expressed as follows:

P
Iy My
oy u2u 'ui uji
S(ix;ly) = &p 4p— (2)
r2; r2;
u2U " ujix u2U " uiy

wherer;, andr;, are the ratings of the usew for itemsi, andi,. U is
de ned in Section 2.1.



2.1.2. Pearson correlation

We should note that, during the computation of similarity, it is necessry
to eliminate the rating correlations (e.g., the average rating of theser) to
improve the signi cance of similarity. The Pearson Correlation is oneush
method, which can be used to improve the accuracy of similarity comation
to a certain extent. For UCF, the Pearson Correlation between tvusers can
be expressed as

P
i2l (rux;i rLh)gu;/;i TUy)
i21 (rux;i TFux)zl i21 (ruy;i ruy)2
where the termsr,; andr, ; mean the same as in Eq. (1) and,, andT,

are the average ratings of the users, and uy, respectively. Similarly, for
ICF, the Pearson Correlation between two items can be formulateab

3)

s(ux; uy) = p-2

u2U(rU?ix T;,Jf)!gru?iy riy) (4)
uzu(ru;ix TFix)zl uzu(ru;iy Triy)2
where the termsr;, andr;, mean the same as in Eqg. (2) and;, andT;,
are the average ratings of all the users for itemg and iy, respectively.

S(ix;iy) = pP

2.2. Rating prediction

The rating prediction stage aims to predict the value that the activauser
will assign to the target item. The k Nearest Neighbors (KNN) methd [37]
is usually used for prediction by weighting the sum of the ratings thagimilar
users give to the target item or the ratings of the active user on silar items
depending on whether UCF or ICF is used.

2.2.1. UCF
The UCF algorithm is based on the basic assumption that people who

share similar past preferences will be interested in similar items. Thédga-
rithm uses the following steps: rst, the similarities between the use are
computed using similarity measurement methods introduced in Seati@.1;
then, the prediction for the active user is determined by taking theveighted
average of all the ratings of the similar users for a certain item [37¢@ording
to the formula in Eqg. (5); nally, the items with the highest predicted ratings
will be recommended to the user.

Uy 2 (ux) S(UX; uy)(ruy?i rUy)
4y 2U(uye) 15(Ux; Uy)]

()

Puci = Tu, *
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where U (uy) denotes the set of users similar to the user, and p, . is the
prediction for the useruy on item i.

2.2.2. ICF

The ICF algorithm recommends items to users that are similar to the
items that they have already consumed. Similarly, after calculatinghie sim-
ilarities between the items, the unknown rating of useu on item i, can be
represented as an aggregation of useron similar items:

iy 2|ix) S(ix; iy)(ruiy,  Tiy)
i, 21 ¢ix) 1S(ix: y)]

wherel (i) denotes the set of similar items of item. Further, p,;, denotes
the prediction of useru on itemiy.

Pui, = Ti, t+

(6)

2.3. Problem analysis

After using the co-rated entries as a vector to represent the mzt, the
Cosine Distance method measures the similarity between two userstems
by computing the cosine of the angle between them. Pearson Cdateon
takes the rating correlation into consideration to eliminate the in uece of
average ratings. Obviously, Pearson Correlation can be considieevariation
of Cosine Distance. Taking UCF as an example, we select the itemsthbath
users have rated earlier and then use these ratings of each usetliese items

is the number of co-rated items. If we subtract each element by ¢éhaverage
rating of useru, the vector will be converted to (i, Tu;lfuwi, Tu:iisluig
ry). In this case, the Pearson Correlation is equivalent to Cosine Distee.
With Pearson Correlation, the accuracy of similarity computation ca be
improved to a certain extent. However, it still su ers from many isaes.

Data sparsity. It is di cult to determine co-rated entries when the
data is sparse. For instanceBob and Lucy have not consumed the
same items before (Table 1). Therefore, the similarity between suc
users cannot be computed by using the existing methods elaborte
in Section 2.1. Furthermore, it might not be possible to obtain the
similarities between the users or items in the same dimensionality. For
example, Alice and Lucy both rated milk and cake (Table 1): the
similarity between them is computed in a 2-dimensional space; howeve
Bob and Lily have only one co-rated entry, namely, bread (Table 1);
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therefore, the similarity between them is computed in a 1-dimensioha
space. Therefore, the results seem biased.

Data correlation. In this paper, data correlation corresponds to the
general features hidden in the data because of the similar attribes
among the users or items. For example, people who lilem Cruise
tend to give similar rating to movies the \Mission: Impossible IlI"
and \Mission: Impossible IV". People of the same age will have sim-
ilar preferences; therefore, their ratings for the same item will as
be close. These correlations among the ratings yield a nonorthogbn
vector space since the elements in di erent dimensions are not inde-
pendent. Although the Pearson Correlation eliminates the in uence
of average ratings, such rating correlations still exist. Therefer the
similarities computed with these similarity measurement methods are
not accurate (see Appendix A).

Because of these issues, in practice, the similarity between two rsser
items computed using Cosine Distance or Pearson Correlation is natca-
rate. Consequently, if we take a weighted average of the ratingsing the
similarities to directly generate the prediction, we may not obtain a god re-
sult. To overcome these shortcomings, Xie et al. [38] utilized the s$istical
values of the ratings related to the object to form a vector for t similarity
measurement, which improved the prediction accuracy. Moreovesimilarity
transitivity [39] was proven to be an e ective method for sparse da sets,
which can e ectively balance the tradeo between the quality and gantity
of similarity. In this paper, we relate these problems as being thosé data
sparsity and data correlation, and we use the GF model for ratinggdiction.

2.4. Contributions

The GF process for prediction can be described as follows. The Cesin
Distance method is used to measure the similarity between two item$hen,
anm m similarity matrix is generated, wherem is the number of items.
Although the similarity computation is not accurate, as discussed inegtion
2.3, the value can represent the degree of similarity. Therefore, aur algo-
rithm, we do not use the exact value of similarity; rather, we only rak the
items according to the similarity. Then, to generate the prediction fothe
active useru on item i, the k most similar items that have been rated by the
active user on itemi are selected. Finally, we use these items as the input



to build a GF model and predict the rating of the active useu on itemi. If
the useru does not ratek items, a xed value will be used to complete the
k ratings. Empirically, the xed value can be the median value of the rahng
scale. For example, when the rating scale is 1-5, the number 3 is sidc
as the xed value. The proposed method provides the following theemain
contributions:

Overcoming data sparsity. Although the data is sparse and few
items are rated by each user, only a few ratings are needed to con-
struct the GF model for our algorithm and the experimental resul
show that the prediction accuracy is still high even wheR is equal to

5. Obviously, the proposed algorithm can e ciently address the dat
sparsity problem.

Bene ting from data correlation. The stronger the data correla-
tion, the more accurate is the GF model. In the experiments, when
the user's average rating or overall average rating is eliminated, é¢h
GF model performs considerably worse. In other words, the proged
algorithm can e ectively bene t from the data correlations ratherthan
eliminating them.

Obtaining accurate predictions. We test our algorithm on two pub-
lic data sets, namely, MovieLerfsand EachMovi€ . The experimental
results when compared with traditional ICF (using Cosine Distanceof
similarity measurement) reveal that our algorithm yields better per
formance with respect to the metrics of Mean Absolute Error (MAE
and Root Mean Square Error (RMSE). In particular, with regard to
the MovieLens data set, the accuracy has been improved by oveél92
in terms of the MAE. Moreover, it achieves comparative or even hber
performance with regard to accuracy and F-measure when comed
to the state-of-the-art matrix factorization based method.

3. Proposed algorithm

Memory based CF algorithms aggregate ratings of similar users fota-
get item or ratings of the active user for similar items to generate pdiction.

4www.grouplens.org/
Swww.kumpf.org/eachtoeach/eachmovie.html
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Consequently, the prediction accuracy depends mainly on the simiigrcom-
putation. However, when the data is sparse and exhibits strongrcelations,
the existing similarity measurement methods cannot obtain accuratsimilar-
ities between the users or items. In other words, the similarities arot very
accurate. Hence, we cannot use the similarities to directly obtain lra@ble
predictions. In this paper, the GF model is used for rating predictio. It
involves two steps: rating preprocessing and rating prediction.

3.1. Rating preprocessing

Since the similarities between the items computed by using existing sim-
ilarity measurement methods have signi cance, we use them to pregess
the ratings. First, for simplicity, the Cosine Distance method is utilizd to
compute the similarity between two items. Then, arm  m similarity ma-
trix is generated, wherem is the number of items. If we want to predict the
unrated entry of the useru on itemi in the rating matrix, the k most similar
items to the item i that have been rated by the usen are selected. Note
that when the useru does not ratek items, the xed value with the lowest
similarity will be used to complete thek ratings. Finally, the k ratings are
sorted according to their incremental similarities to the item to produce a
rating sequence. In the next step, the proposed algorithm inputbe rating
sequence to the GF model and forecasts the rating that the userwill give
to item i. For instance, a section of a rating matrix with ratings in the 1-5
scale is shown in Table 2. We want to predict the rating of user; on item
i1. According to Cosine Distance, the similarities between item with the
other items are shown in Table 3. The items rated by user; can be sorted
as their similarities with item i, increase:is, i, i3, ig, i4. If we setk = 3,
the last three items (namelyig, i, and i4) will be selected, since they have
been rated by the usens; and have higher similarities to itemi,. Then, the
rating sequence is (4, 3, 5). Furthermore, if we s&t= 7, since the number of
items rated by the userus is less than 7, all the ratings of the items rated by
the userus will be selected and the median value (number 3) will be used to
complete seven ratings with the lowest similarity. Then, the rating spience
is (3, 3, 5, 4, 4, 3, 5), where the rst two numbers are replaced witthe
number 3 in the rating sequence. Note that when two or more itemsabe
the same similarity to the target item, the order of their ratings is radom.
For example, itemis is sorted in front of itemi; although they have the same
similarity to item ;.

The rating sequence has several special attributes:
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Table 2: Fragment of a rating matrix

ig |12 [ig|da |is|de |07 |1g |lg 110
u |4 | 4 5 5 4 |4 |5
u, | 314 |2 4 3 4
Us | ? 4 |5 15 4 3
ugs | 1 3|2 3|4

Table 3: Similarities between itemi; with other nine items
I2 I3 la Is | le 17 | 18 Ig l10

i; | 0.989| 0.789| 0.991| 0 | 0.999| 0 | 0.942| 0.857| 0.999

The similarities among the items are very high, since they are the
most similar items to the target item. Hence, these ratings are highly
correlated. Intuitively, the user tends to allocate closer ratingsa sim-

ilar items.

The ratings of the sequence are incrementally sorted by the items
similarities to the target item. Consequently, the ratings with higher
similarities will contribute more to the nal prediction, which makes
the GF model more e ective.

Due to these valid attributes, the rating prediction stage can be nre
e ective.

3.2. Rating prediction

Grey theory was originally developed by Deng in 1982 [40]. It mainly
focuses on model uncertainty and information insu ciency when aalyzing
and understanding systems via research on conditional analysisegiction,
and decision making. A recommender system can be considered asey g
system; further, with our algorithm, the GF model is used to yield tke rat-
ing prediction. The GF model utilizes accumulated generation opelians to
build di erential equations, which bene t from the data correlations. Mean-
while, it has another signi cant characteristic wherein it requires les data
So it can overcome the data sparsity problem. The rating sequengener-
ated in the rating preprocessing stage is the only input required fanodel
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construction and subsequent forecasting. These are the reaseovhy we have
selected the GF model for rating prediction: the GM(1,1) method isdopted

in this paper. GM(1,1) indicates a single variable rst-order GF modelThe

general procedure followed in a GF model is derived as follows [41]:

Step 1: Assume the original rating sequence to e :

r®=frOwmg1=1;2::::k (7)

whererﬁo)(l) represents the original rating of the useu for the |-th value of

the rating sequence. Furtherk is the number of neighbors or the length of
the rating sequence, and it must be equal to or greater than 4.

Step 2: A new sequenceﬁl) is produced by the Accumulated Generating
Operation (AGO). The GF model is based on the generating sequen@ather
than the original one:

rY =frOg1=1;2:::5k (8)

wherer{P (1) = : rQG), 1=1,2,..., k.
j=1

This step iszitaI, since the randomness of the data is somehow snioed
and it further enhances the tendency of the new sequence duethe corre-
lation between the values of the original sequence. For examptéo,) = {3,
4, 3, 4, Iy is a user's original rating sequence. Obviously, the sequence does
not have a clear regularity. If AGO is applied to this sequenceﬁl) =f3,7,
10, 14, 19 is obtained which has a clear growing tendency.

Step 3: Based on the property, that the relation between the grey deriva
tive and the background grey number is approximate linear regréss, of
smooth discrete function, a grey di erential model called GM(1,1) an be

de ned as follows [41]:

dOMy+ azl ()= b;1=2;3;:::;k (9)
wherea, b are the coe cients, especially in the terms of Grey System theory,
a is the grey development coe cient andb is the grey input. They are
estimated in Step 5.d” (1) = rP (1) - rP (1 1) = r@(1) is the grey derivative,
therefore, the grey di erential model is always denoted asﬁo)(l) + azﬁl)(l)
= b zf,l)(l) is the grey background number, which is the weighted sum of

the values of the consecutive neighbors of the sequemé]é. More specially,
ZPM= r Pa p+@- (). Further, (0<< 1)isthe weight. Here,
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is selected so as to yield the smallest prediction error rate. When 0.5,
the values in the sequence with higher rankings will make more contuitoon
to the di erential equation, and therefore, the nal result. In fact, extensive
experiments with di erent values of have found that when < 0.5, the GF
model based method performed well. This convinces us to incremetiyt sort
the ratings with items' similarities to the target item. The more similar the
items are to the target item, the more important are their ratings ¢ the nal
prediction. Therefore, in our experiments, we set= 1=3.

Step 4: If the discrete space is mapped into the continuous one (discrete
variable | to the continuous variablet), the grey di erential model can be
whitened as:

dr® (t)=dt+ ar®@(t) = b (10)

wherer{? is converted to the continuous functiony® = r(t). The grey
derivative d (1) is mapped todr{’ (t)=dt, and z{" (1) to r(l) (t), sincez{ (t)
=) = rP(t 1) in the continuous space.

Step 5: From Step 4, the solutionr () is:

) =(rP1) b=ge * Y+ b=a (11)
wherea, b have the same de nitions in Step 3. Lew = (a' DT,
3 2 3
27(2) 1 0@ *rO@);
.. § (1) 3) 12 v §dfp)'(3)z _ g SO).(B)?
() 1 &) (k)

then, the GM(1,1) de ned in Eq. (9) is equivalent toY = Bv. By minimzing
JO)=(Y B®T(Y B¥),the least squares estimation of parameters are:
¢=(a;h” =(B™B) BTY.

When we sett = |, r\(,l)(l) is the estimation of thel-th value of the AGO
data.

Step 6: Inverse Accumulated Generation Operation (IAGO). Because
the GF model is formulated using the data of AGO rather than the aginal
data, we should use the IAGO to convert the AGO data to an actualating
prediction:
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PW=rP0 0 D=PO b=ge ' Y1 &)  (12)

When we setl= k + 1, the rating prediction py; of the useru on item i
can be represented byf,w(k +1) =( rf,o)(l) b=ge *(1 €.

Obviously, during the estimation of the parametersa and b in Step 5,
a matrix inverse operation is needed. Hence, we cannot always t@st the
ratings using the GF model. In these cases, the average of theatings is
used as the rating prediction of the active user for the target item

4. Experimental results

In this section, we present the results of the experimental evalian of our
novel algorithm. We describe the data sets used; the experimehtaethodol-
ogy and performance improvement are compared with several CFethods,
particularly the state-of-the-art matrix factorization based mehod.

4.1. Data sets

We conducted extensive experiments on two standard data setstovie-
Lens [42] and EachMovie [43]. Both these data sets are publicly avaikadata
sets regarding movie ratings. MovieLens rating sets are collecteg Grou-
pLens research from the MovieLens Web site (http://movielens.umadu).
Three di erent sizes of data sets are available. In this paper, the dieLens
1M data set was used, which consists of 1 million ratings (in the scale
1-5 stars) from 6,040 users on 3,952 movies. We also implemented eike
periment for another data set, namely, EachMovie, which is collecéy the
DEC Systems Research Center. It consists of 2,811,983 numericgings
from 74,424 users on 1,648 dierent movies (Ims and videos). Sinchet
ratings are linearly mapped to the interval [0, 1], for convenience,eamulti-
plied the ratings by 5 and deleted the records in which the ratings werzero.
Finally, 2,464,792 ratings remained, which were in 1-5 rating scale. Tab
summarizes the statistical properties of both these data sets.h& sparsity
level of the data set can be computed as follows [4]:

# total entries  # rating entries

sparsity level = .
P y # total entries

(13)
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Table 4: Statistical properties of MovieLens and EachMovie

Movielens | EachMovie
Users 6,040 74,424
ltems 3,952 1,648
Ratings 1,000,000| 2,464,792
Ratings Per User| 165 33
Ratings Per Item | 253 1,495
Sparsity Level 95.81% | 97.99%

4.2. Metrics and methodology

To evaluate the performance of a recommender algorithm, the daset
needs to be partitioned into two sections: training set and testinges The
former is dedicated to the model's construction, while the latter is &sl for
testing the model. Here, we sex as the training ratio, which is the propor-
tion of the training set in the data set. For example, whex is equal to 80%,
the training set comprises 80% of the data set, while the remaining @0is
the testing set. In this paper, two classes of metrics are used toatiate
the algorithmic performance: error metrics and classi cation meits. Error
metrics evaluate the error between the actual rating and the pdécted value.
MAE [44] and RMSE [45] are the most frequently used error metric3.here-
fore, we use these two metrics to evaluate the accuracy of ratipgediction.
MAE and RMSE can be de ned as

P ‘ |
MAE = (U?i)ZTjJ_I':}J;i Pu:i] "
S P
‘i [ 2
RMSE = (u,|)2T(. u-,| Pui ) ,

IT)

whereT is the set of all the pairs (@, i) in the testing set.

Generally, we are not interested in the precise prediction of ratingsather,
we are concerned about suggesting a short list of interesting itemasthe user
[19] and [37].

Therefore, the information retrieval classi cation metrics are usd to mea-
sure the recommendation accuracy more precisely. When using slastion
metrics, four di erent kinds of recommendations are distinguished If the
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algorithm recommends an interesting item to the user, we have a &yosi-
tive (TP); however, if an uninteresting item is recommended, we hava false
positive (FP). If the algorithm does not recommend an uninterestip item
to the user, we have a true negative (TN); however, if an interasg item is
missed, we have a false negative (FN). We set the number 3 as theetshold
to determine whether the user is interested in the item or not. In pécular,
if the actual and predicted ratings are not less than 3, there is a TRf the
actual and predicted ratings are less than 3, there is a TN; if the @l rating
is not less than 3 while the predicted rating is less than 3, there is a Fhind
if the actual rating is less than 3 while the predicted rating is not lesshain
3, there is a FP.

The most popular classi cation metrics [4] and [19] are precision and
recall:

S TP
precision = TP+ EP (16)
TP
recall = TP+ EN a7

Precision measures the percentage of interesting items recomutesh to
the users with respect to the total number of recommended itemsvhile
recall measures the percentage of interesting items recommentiethe users
with respect to the total number of interesting items. Often, thee is an
inverse relationship between precision and recall. To better und&ad the
recommendation quality, a combination between precision and rec&lused,
which is called F-measure [4] and [19]:

2 precision recall
precision + recall
We compute the overall values of precision, recall, and F-measure.

To evaluate the performance of our proposed algorithm, we compaits
performance with those of several other methods:

F-measure= (18)

ICF [8] This is a well-known memory based CF approach, which
calculates the similarity between two items using the Cosine Distance
measurement. Due to its easy implementation and interpretability, it
is one of the most popular recommender methods.
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SlopeOne [46] This also belongs to a class of CF methods. Its predic-
tion accuracy is relatively high, but this method requires high storag
capacities.

SVD+: This is a basic matrix factorization based method [20], which
is closely related to SVD, and it uses the stochastic gradient desten
for minimizing the regularized squared error on a set of known ratisg

SVD++:  This is another matrix factorization based method [20],
which takes biases into account. These biases are the observedava
tions in the rating values induced by the e ects associated with eitle
users or items independent of any interactions. Examples of such e
fects are the overall average rating or the users' and items' amge
deviations. Therefore, SVD++ is an improved version of SVD+. It
has been shown that this method yields accuracy superior than con
ventional memory based CF techniques. However, multiple paranezs
need to be estimated, which is time-consuming.

Cosine based GF: The proposed method is based on the GF model
and uses the Cosine Distance method to determine similarity between
items.

4.3. Experimental results and analysis
4.3.1. Variations in training ratio

We increase the training ratiox from 10% to 90% for a variation of 10%
in the MovieLens data set. The MAE and RMSE values for the ICF, case
based GF, and correlation based GF methods are shown in Fig. 1 anajF
2; here, the correlation based GF method uses Pearson Correlatfor item
similarity measurement. We select the 100 nearest neighbors forethCF
method and 5 nearest neighbors for the cosine and correlation bdsGF
methods having the following abbreviations in the gures: Item baskeCF
(100), Cosine based GF (5), and Correlation based GF (5), respigely. In
the subsequent experiments, the numbers given in the bracketave the same
meaning.

Fig. 1 and Fig. 2 show that the cosine and correlation based GF meth-
ods perform much better than the ICF method with regard to errometrics,
particularly when the training ratio is set at 80%. Moreover, althoul Pear-
son Correlation yields more accurate similarities than Cosine Distanctne
results obtained from the correlation based GF method are slightly drent
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Figure 1: MAE values for di erent training ratios using MovieLens dat a set.

MovielLens data set
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Figure 2: RMSE values for di erent training ratios using MovieLens data set.
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than those obtained from the cosine based GF method. This indicatéhat
the similarities derived from these two similarity measurements are kmble
for e ective item ranking. Therefore, GF model based methods na ciently
perform independent of the similarity accuracy. A similar conclusion ide-
rived from the EachMovie data set; the experimental results areoh shown
here.

4.3.2. In uence of the number of neighbors

To determine the optimal number of neighbors for GF model basedati-
ods, the training ratio x is set at 80% and the number of neighbork is
adopted as 5, 10, 15, 30, 40, and 60. The cosine based GF methocbis-
pared with the ICF method in terms of the MAE and RMSE metrics using
two data sets. The results are shown in Fig. 3, Fig. 4, Fig. 5, and Fi@.

Figure 3: MAE values for di erent number of neighbors using MovieLens data set.

The results shown in these four gures reveal that the cosine bed GF
method outperforms the ICF method with regard to prediction eror. More-
over, as the value ofk increases, the performance of the cosine based GF
method improves steadily. The optimal performance is achieved whé& is
approximately equal to 30. However, the prediction accuracy ohé ICF
method varies smoothly ak increases.
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Figure 4: RMSE values for di erent number of neighbors using Movielens data set.

Figure 5: MAE values for di erent number of neighbors using EachMorvie data set.
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Figure 6: RMSE values for di erent number of neighbors using EachMyvie data set.

4.3.3. Comparison with state-of-the-art methods in termsf@rror metrics

To e ectively evaluate the performances of GF based methods, itineces-
sary to compare them with other CF methods, particularly the stag-of-the-
art methods. In the experiments, slope one and two variants of ¢hmatrix
factorization based method are tested, except the ICF methodWe set 15
as the number of neighbors for the cosine based GF method and I60the
ICF method. These two methods use Cosine Distance for item similarit
measurements. Moreover, the training ratios of the two data sefre set at
80%. The obtained MAE and RMSE values are shown in Fig. 7 and Fig. 8.

Fig. 7 and Fig. 8 show that the SVD++ method outperforms the othe
four methods in terms of MAE and RMSE, whereas SVD+ comes seabn
Since the EachMovie data set is sparser than the MovieLens datd,smsine
based GF, SVD+, and SVD++ perform better when using the latter,while
contradictory results are obtained when using it with the slope onend ICF
methods. Although the cosine based GF yields poor performanceeavhcom-
pared to matrix factorization based methods, an improvement ofver 20%
in terms of the MAE and RMSE values is observed when compared withd
traditional ICF method.
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Figure 7: MAE value comparisons of ve methods.

Figure 8: RMSE value comparisons of ve methods.
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4.3.4. Comparison with state-of-the-art methods in termsfaclassi cation
metrics

In real-world recommender systems, we are interested in suggegtinter-
esting items to users rather than accurately predicting ratings. Aerefore, the
precision, recall, and F-measure metrics are used to evaluate thapability.
These metrics are de ned in Section 4.2, and the settings of the évation
methods are the same as the ones in Section 4.3.3. The experimereallts
with classi cation metrics are shown in Fig. 9 and Fig. 10.

Figure 9: Classi cation metrics comparisons of ve methods using MwieLens data set.

Fig. 9 and Fig. 10 show that both algorithmic precision and recall carm
be simultaneously high. For example, when using the MovieLens datat,s
SVD+ achieves the highest precision, but its recall is the lowest. Bagse
of their accurate but conservative rating predictions, the predimon ratings
of both the matrix factorization based methods are generally leskdn the
actual ones. Therefore, the number of FPs is low, but the numbef FNs
is high. Consequently, they yield higher precision but lower recall. Mer
over, with regard to the ICF method, if the rating of a user on an itm in
the testing set cannot be predicted, 3 is taken to be the default kae for
such a prediction. In other words, no matter if the actual ratingsare more
or less than 3, the predictions are set at 3. Therefore, the numbef FPs
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Figure 10: Classi cation metrics comparisons of ve methods using EchMovie data set.

is high, but the number of FNs is low; this results in lower precision but
higher recall. In fact, due to the sparsity of the data set, a largeumber of
ratings cannot be predicted by the ICF method. Therefore, its @cision, re-
call, and F-measure values seem insigni cant. The cosine based GFtihol
yields comparative performance in terms of both precision and rdicaln
particular, its F-measure value is considerably higher than the ong#elded
by the matrix factorization based methods when using the EachMa data
set, while their F-measure values are similar when using the Moviel etiata
set. Overall, the GF model based methods can signi cantly outperfm con-
ventional ICF methods in terms of error metrics and achieve comgive
or even better performance than the state-of-the-art methds in terms of
classi cation metrics, which are more important in real-world systes

4.3.5. In uence of correlations

Typically, some aggressive users tend to give higher ratings, whileneo
servative users like to give lower ratings. This di erence lies in the use
average ratings. Intuitively, di erent systems may have di erentoverall av-
erage ratings. We call these tendencies as correlations. To venfether
these correlations are useful for the GF model construction, veéiminate the
user average rating and the overall average rating from the ratinsequence
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(see Section 3.1) before building the model. Consequently, two variga of
the GF model based methods are generated, and they have théideing
abbreviations: cosine based GF-UA and cosine based GF-OA. A camigon
of the results obtained using these two methods with the cosine leasGF
method in terms of the MAE and RMSE values are shown in Fig. 11, Fig.
12, Fig. 13, and Fig. 14.

Figure 11: MAE value comparisons of three methods using MovieLendata set.

The experimental results show that the performances sharply téeiorate
when the correlations are removed. Therefore, this suggestsaatithe GF
model based methods can bene t from data correlations. Moreaw it is also
evident that the correlation of the user average rating is more sigoant than
that of the overall average rating, since the performance deases more dras-
tically when the user average rating is eliminated. It can be supposdidat
the GF model based methods may be more e ective when strong celation
exists among the data.

4.3.6. E ect of median value

As the median value is used to complete ratings when the user does not
rate enough items, it is necessary to compare with the traditionaletn based
CF taking the same preprocessing. Item based CF++ is such a variaof
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Figure 12: RMSE value comparisons of three methods using MovieLandata set.

Figure 13: MAE value comparisons of three methods using EachMovidata set.
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Figure 14: RMSE value comparisons of three methods using EachMa@ data set.

item based CF method, which uses the median value as the default ireg
when the user have not given a rating to the item which is one of thie
nearest neighbors of the target item. Therefore, there are alygk ratings
for the weighted sum in the prediction process. The performanceraparison
is shown in Table 5, wherek is set to be 15 for both.

Table 5: Comparison with the improved item based CF

Metric MovieLeqs EachMovi.e
Item based| Cosine based Item based| Cosine based
CF++ GF CF++ GF

MAE 0.7956 0.7152 0.8796 0.8364

RMSE 0.9922 0.9258 1.0777 1.0629
Precision 0.8986 0.8936 0.8451 0.8352

Recall 0.8451 0.9385 0.8374 0.9424
F-measure 0.871 0.9155 0.8412 0.8856

The GF model based method consistently outperforms item basedr€+
in terms of error metrics and classi cation metrics except precisiorHowever,
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their precisions are about the same. Because item based CF++ alletga
data sparsity using median value as the default, it achieves betteregor-

mance than traditional item based CF. However, its predictions araround

the median value, which results in mediocre performance in classi ¢ah

metrics. Actually, the ratings for most users (Ratings Per User in dble 4)

are enough for GF model based methods whénequals to 15, therefore,
only small part of testing pairs need to use the median value to compde
the rating sequences. Furthermore, since the median values hdkie lowest
similarity, they contribute less to the nal predictions as describedn Sec-
tion 3.2. Consequently, these indicate that GF model based methedchieve
outstanding performance independent of the median value.

4.3.7. Time complexity analysis

GF model based methods have the same time complexity with that of
ICF method in constructing item similarity matrix, which is O(m?), where
m is the number of items. In the procedure of predictionkcg multiplica-
tions are needed for ICF, wher&kcr is the number of nearest neighbors.
Intuitively, when the input rating sequences are the same, GF moblbased
methods will produce the same prediction. Therefore, if we assuradAll
ratings are integers from 1 tos) as the rating scale andkge as the number
of neighbors, there are onlysX¢F combinations for the rating sequence. In
our experiment design, these* unique predictions are generated o ine and
stored in memory. Each rating sequence is mapped into a key which sed
to get the prediction from memory. Then, the time complexity decrases to
ker with binary search. As illustrated in Figs. 3-6, GF model based meth-
ods can achieve high performance even whieg: is small, whilekcg is much
bigger in ICF. For example kcg =100, kgr =5, s=5, then, kgr logs  Kcf,
while the storage consumption is less than 1M. Therefore, we camsame
little storage space to achieve better time e ciency. The time consuption
of model building in SVD is proportional to the size of training set which
is much less than the one of item similarity matrix constructing when té
data set is sparse. After the model is constructed, the time camaption of
prediction isksyp for SVD, whereksy p is the number of factors. In general,
ksvp has the same scale witlkcg and increases as the sparsity of data set
increases. However, the model parameters need to be re-estedavhen new
ratings are injected. In practice, item similarity is stable which meansve
do not need to frequently update the similarity matrix. Therefore w can
reduce the frequency of similarity calculation to make GF model bageneth-
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ods more e cient. Moreover, its prediction e ciency can be greatlyimproved
by using little storage space to store the possible predictions befband.

5. Conclusions and future work

Since the existing similarity measurement methods, such as Cosine -Dis
tance and Pearson Correlation, cannot accurately compute thévslarities
between users or items when the data is sparse or when there drersy data
correlations, UCF and ICF methods do not perform well when it conseto
prediction accuracy. In this paper, we used the GF model for ratinpredic-
tion in recommender systems and conducted a series of experinseah two
public movie data sets, namely, MovieLens and EachMovie. The expaen-
tal results demonstrated that the GF model based methods carvercome
the problem of data sparsity, bene t from data correlations, anautperform
conventional memory based CF (ICF) methods. In particular, eve when
only 15 nearest neighbors are adopted, the GF model based methsiill re-
duces the prediction error by over 20% in terms of MAE and RMSE whe
compared to the ICF method with 100 nearest neighbors. Althougthe
state-of-the-art methods, such as the matrix factorization bsed methods,
perform better than the GF model based methods in terms of emanet-
rics, the latter presents comparative, or sometimes even bettgrerformance
in terms of classi cation metrics|which are more valuable for algorithmic
estimation in real-world systems as compared to error metrics.

Improving the accuracy of recommendations has been extensivaty
vestigated. In this paper, we adopt a mature forecasting modelsed in
economics|called the GF model|to gain high-accuracy recommendaions.
This fosters a new era in prediction wherein advanced technologiesoiier
elds can employ novel recommender algorithms, and the various qiylems
in recommender systems, such as data sparsity and data correat can
be overcome. As an e ective rating prediction method, the GF modldas
room for improvement. In our future work, we consider the casehen the
user does not rate a su cient number ofk items, the average of the user's
ratings on all the items is used instead of a xed value to complete thie
ratings. Moreover, we will also try to employ GF model based methsdor
larger data sets, and it is our target to implement the proposed miedd into
recommender systems for real world applications. Actually, we apganning
to apply it for video recommendation on igiyi.com website.
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Appendix A.

Theorem 1. In a nonorthogonal coordinate space, the cosine of the angle
between two vectors cannot be computed directly by using Eq. (Dr Eq.
(2). An orthogonal transformation is needed.

Proof. We de ne (e,e,...,6,) as the standard orthogonal basis of an

. . . _ P;:::; ;1,0;:::,0 ¢
n-dimensional vector space, i.eg = __{z_

i1

Assume (1, 2,..., n)iS an arbitrary basis of<";then, ( 1, 2,..., n)
= (e, €,..., €)A, wheree, ; are column vectors andA is the R" "
transition matrix from( e, &,..., €,)to ( 1, 2,..., n). Interms of the
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basis ( 1, 2,..., n), suppose the coordinates of the vectors,, , arex =
X1;X0; 15 Xn T andy = yiYeiiiiiya |, respectively. Equivalently, ; =
(1, 2o..» n)xand ,=( 1, 2,..., n)Y.The cosine of the angle between

vectors 1, , can be calculated as c@s 1, ,>= T T

L= 1" 2= x0T S WD (s ay=XTFy (A
Similarly,jj 1jj2= 1 2= X"FX,jj 1j?= 1 2= y'Fy. Further, F de-
notes the measurement matrix in terms of the basis (, 2,..., ), namely,
0
(1) (1 2 (15 n)
%( A1) (22 (= n)§ A2
n l)(ny 2) (n; n)
Let E be the measurement matrix in terms of the basis(,e;,...,&,); obvi-
ously, E = I, wherel is the n-dimensional unit vector; then,
=( 1; 5;111: DT 2 )
= AT(el """ e (e e e)A (A.3)
= ATEA = ATA
Therefore,

1 2= X' Fy=x"ATAy = (Ax)T Ay
k 1k? = xTFx = (Ax)"T Ax (A.4)
k 2k?=y"Fy=(Ay) Ay

(AX)T Ay

Hence,cos 1, 2> = = AOTAAY Ay which is - un” y” only whenA = E;
therefore, the basis is a standard orthogonal basis. Therefpne a nonorthog-
onal coordinate space, we cannot directly use Eqg. (1) or Eq. (2 tompute
the cosine of the angle between two vectors. As the Pearson Gdation is
a variation of the Cosine Distance method for similarity measurementhe

theorem is also applicable to Eq. (3) and Eq. (4).
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